LAN Switching
Introduction
Today, network designers are moving away from using bridges and hubs and are
primarily using switches and routers to build networks. Chapter 1, “Review: The
OSI Reference Model and Routing,” provides a review of the OSI reference
model and an overview of network planning and design considerations related to
routing.
This chapter discusses problems in a local-area network (LAN) and possible solu-
tions that can improve LAN performance. You will learn about LAN congestion
and its effect on network performance and the advantages of LAN segmentation
in a network. In addition, you will learn about the advantages and disadvantages
of using bridges, switches, and routers for LAN segmentation and the effects of
switching, bridging, and routing on network throughput. Finally, you will learn
about Ethernet, Fast Ethernet, and VLANs, and the benefits of these technol-
ogies.
Network Demands
Today’s LANs are becoming increasingly congested and overburdened. In addi-
tion to an ever-growing population of network users, several other factors have
combined to expand the capabilities of traditional LANs:
Faster CPUs
—In the mid-1980s, the most common desktop workstation was
a PC. At the time, most PCs could complete 1 million instructions per second
(MIPS). Today, workstations with 50 to 75 MIPS of processing power are
common, and input/output (I/O) speeds have increased accordingly. As a
result, two workstations on the same LAN can easily saturate the network.
Faster operating systems
—The multitasking environment present in current
desktop operating systems (Windows, UNIX, and Mac) allows for simulta-
neous network transactions. This increased capability has lead to stronger
demand for network resources.
Network-intensive applications
—The use of
client/server applications
is
increasing. Client/server applications allow administrators to centralize infor-
mation, thus making it easy to maintain and protect. Client/server applica-
tions free users from the burden of maintaining information and the cost of
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providing enough hard disk space to store it. Given the cost benefit of cli-
ent/server applications, such applications are likely to become even more
widely used in the future.
The Ethernet/802.3 Interface
The most common LAN architecture is
Ethernet
. Ethernet is used to transport
data between devices on a network, such as computers, printers, and file serv-
ers. As shown in Figure 2-1, all the devices are connected to the same delivery
medium. Ethernet media use a data frame
broadcast
method of transmitting
and receiving data to all
nodes
on the shared media.
The performance of a shared-medium Ethernet/802.3 LAN can be negatively
affected by several factors:
The data frame broadcast delivery nature of Ethernet/802.3 LANs
Carrier sense multiple access collision detect (CSMA/CD)
access methods
allowing only one station to transmit at a time
Multimedia applications with higher bandwidth demands such as video
and the Internet
Normal latency as the frames travel across the Layer 1 medium and
through Layer 1, 2, and 3 networking devices and the latency added by the
extension of Ethernet/802.3 LANs by adding repeaters
Extending the distances of the Ethernet/802.3 LANs by using Layer 1
repeaters
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Ethernet using CSMA/CD and a shared medium can support data transmis-
sion rates of over 100 Mbps. CSMA/CD is an access method that allows only
one station to transmit at a time. The goal of Ethernet is to provide a best-
effort delivery service and allow all devices on the shared medium to transmit
on an equal basis. As shown in Figure 2-2, one of the inherent problems with
CSMA/CD technology is
collisions
.
MOVIE 2.2
CSMA/CD LANs
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Half-Duplex Ethernet Design
Ethernet is a
half-duplex
technology. Each Ethernet host checks the network
to see whether data is being transmitted before it transmits additional data. If
the network is already in use, the transmission is delayed. Despite transmission
deferral, two or more Ethernet hosts can transmit at the same time, which
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results in a collision. When a collision occurs, the hosts that first detects the
collision will send a jam signal. Upon hearing the jam signal, each host will
wait a random period of time before attempting to transmit. As more hosts are
added to the network and begin transmitting, collisions are more likely to
occur.
Ethernet LANs become saturated because users run network-intensive soft-
ware, such as client/server applications, which cause hosts to transmit more
often and for longer periods of time. The physical connector (for example,
NIC) used by devices on an Ethernet LAN provides several circuits so that
communications between devices can occur.
Congestion and Bandwidth
Technological advancements are producing faster and more intelligent desktop
computers and workstations. The combination of more powerful computers/
workstations and network-intensive applications has created a need for net-
work capacity, or
bandwidth
, that is much greater than the 10 Mbps that is
available on shared Ethernet/802.3 LANs.
Today’s networks are experiencing an increase in the transmission of large
graphics files, images, full-motion video, and multimedia applications, as well
as an increase in the number of users on a network. All these factors place an
even greater strain on bandwidth.
As more people utilize a network to share large files, access file servers, and
connect to the Internet, network
congestion
occurs. This can result in slower
response times, longer file transfers, and network users becoming less produc-
tive due to network delays. To relieve network congestion, more bandwidth is
needed or the available bandwidth must be used more efficiently. The methods
used to implement these solutions are discussed later in the chapter.
Latency
Latency
, sometimes called
propagation delay
, is the time a frame, or packet, of
data takes to travel from the source station or node to its final destination on
the network. Because Ethernet LANs use CSMA/CD to provide best-effort
delivery, there must be a certain amount of latency in the system to detect col-
lisions and negotiate transmission rights on the network.
Latency does not depend solely on distance and number of devices. For exam-
ple, if three switches separate two workstations, the workstations experience
less latency than if two routers separated them. This is because routers conduct
more complex and time-consuming decision making. The intermediate devices,
the switches, greatly enhance network performance.
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Ethernet Transmission Times
Transmission time is the time it takes a frame or packet (the data being placed
into a packet or frame) to move from the
data link layer
to the
physical layer
(onto the physical cabling of the network). Table 2-1 represents the transmis-
sion time for four different packet sizes.
T
2-1 Ethernet Transmission Times
ABLE
Packet Size in Bytes Transmission Time in Microseconds
64 51.2
512 410
1000 800
1518 1214
Each 10-Mbps Ethernet bit has a 100-ns window for transmission. A
byte
is
equal to 8
bits
. Therefore, 1 byte takes a minimum of 800 ns to transmit. A
64-byte frame takes 51,200 ns, or 51.2 microseconds, to transmit (64 bytes at
800 ns equals 51,200 ns, and 51,200 ns/1000 equals 51.2 microseconds).
Transmission time of a 1000-byte packet from Workstation 1 to the server or
to Workstation 2 requires 800 microseconds due to the latency of the devices
in the network.
Extending Shared-Media LANs by Using Repeaters
The distance that a LAN can cover is limited due to
attenuation
. Attenuation
means that the signal weakens (that is, attenuates) as it travels through the net-
work. Attenuation is caused by the resistance in the cable, or medium. An
Ethernet
repeater
is a physical-layer device on the network that boosts or
regenerates the signal on an Ethernet LAN. When you use an Ethernet repeater
to extend the distance of a LAN, a single network can cover a greater distance
and more users can share that same network, as shown in Figure 2-3. How-
ever, using repeaters and multiport repeaters also compounds the issue of
broadcasts and collision effect on the overall performance of the shared-media
LAN.
MOVIE 2.4
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MOVIE 2.5
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A multiport repeater is also known as a
hub
. In a shared-medium LAN that
uses hubs, the broadcast and collision problems are compounded, and the
total bandwidth of the LAN is 10 Mbps.
Improving LAN Performance
The performance of a shared-medium LAN can be improved by using one or
more of the following solutions:
Full-duplex Ethernet
LAN segmentation
Full-Duplex Ethernet
Full-duplex Ethernet
allows the transmission of a packet and the reception of
a different packet at the same time. This simultaneous transmission and recep-
tion requires the use of two pairs of wires in the cable and a switched connec-
tion between each node. This connection is considered point-to-point and is
collision free. Because both nodes can transmit and receive at the same time,
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there are no negotiations for bandwidth. Full-duplex Ethernet can use an exist-
ing shared medium as long as the medium meets minimum Ethernet standards:
Standard  Distance
10BaseT/100BaseTX  100 meters
100BaseFX  2 kilometers
To transmit and receive simultaneously, a dedicated
port
is required for each
node. Full-duplex connections can use 10BaseT, 100BaseTX, or 100BaseFX
media to create point-to-point connections. The
network interface cards
(NICs)
on both ends need to have full-duplex capabilities.
MOVIE 2.6
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The full-duplex Ethernet switch takes advantage of the two pairs of wires in
the cable. This is done by creating a direct connection between the transmit
(TX) at one end of the circuit and the receive (RX) at the other end. With these
two stations connected this way, a collision-free domain is created because the
transmission and receipt of data occurs on separate non-competitive circuits.
Ethernet usually can only use 50% to 60% of the 10 Mbps available band-
width because of collisions and latency. Full-duplex Ethernet offers 100% of
the bandwidth in both directions. This produces a potential 20-Mbps through-
put—10-Mbps TX and 10-Mbps RX.
LAN Segmentation
A network can be divided into smaller units called
segments
. Each segment
uses the CSMA/CD access method and maintains traffic between users on the
segment. Figure 2-4 shows an example of a segmented Ethernet network. The
entire network has 15 computers (6 file severs and 9 PCs). By using segments
in a network, fewer users/devices are sharing the same 10 Mbps when commu-
nicating to one another within the segment. Each segment is its own
collision
domain
, as shown in Figure 2-5.
By dividing the network into three segments, a network manager can decrease
network congestion within each segment. When transmitting data within a seg-
ment, the five devices within each segment are sharing the 10-Mbps bandwidth
per segment. In a segmented Ethernet LAN, data passed between segments is
transmitted on the
backbone
of the network using a
bridge
,
router
, or
switch
.
Chapter 2 LAN Switching
50
FIGURE 2-4
Bridge
LAN switch Router
Without seg-
10 Mbps
menting the
network, all 15
devices would
need to share
the same 10-
Mbps band-
10 Mbps 10 Mbps 10 Mbps
width and
would reside in
the same colli-
sion domain.
FIGURE 2-5
Collision Domain 4
The backbone
Bridge
LAN switch Router
network is its
own collision
10 Mbps
domain and
uses CSMA/CD
to provide
best-effort
delivery ser-
10 Mbps 10 Mbps 10 Mbps
vice between
segments.
Collision Domain 1 Collision Domain 2
Collision Domain 3
Segmentation with Bridges
Ethernet LANs that use a bridge to segment the LAN provide more bandwidth
per user because there are fewer users on each segment. In contrast, LANs that
do not use bridges for segmentation provide less bandwidth per user because
there are more users on a nonsegmented LAN.
Bridges “learn” a network’s segmentation by building address tables (see Fig-
ure 2-6) that contain the address of each network device and which segment to
use to reach that device. Bridges are Layer 2 devices that forward data frames
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according to the frames’ Media Access Control (MAC) addresses. In addition,
bridges are transparent to the other devices on the network.
FIGURE 2-6
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Bridges increase the latency in a network by 10% to 30%. This latency is due
to the decision making required of the bridge or bridges in transmitting data.
A bridge is considered a store-and-forward device because it must examine the
destination address field and calculate the CRC in the frame check sequence
field before forwarding the frame to all ports. If the destination port is busy,
the bridge can temporarily store the frame until the port is available. The time
it takes to perform these tasks slows the network transmissions, causing
increased latency.
Segmentation with Routers
Routers are more advanced than typical bridges. A bridge is passive on the
network and operates at the data link layer. A router operates at the
network
layer
and bases all its decisions about forwarding between segments on the
network-layer protocol address. Routers create the highest level of segmenta-
tion, as shown in Figure 2-7, by forwarding data to the hub, to which work-
stations are connected. A router makes forwarding decisions to segments by
examining the destination address on the data packet and looking in its
rout-
ing table
for forwarding instructions.
A router must examine a packet to determine the best path for forwarding that
packet to its destination. This process takes time. Protocols that require an
acknowledgment
from the receiver to the sender for every packet as it is deliv-
ered (known as
acknowledgment-oriented protocols
) have a 30% to 40% loss
of throughput. Protocols that require minimal acknowledgments (
sliding-
window
protocols) suffer a 20% to 30% loss of throughput. This is due to the
fact that there is less data traffic between the sender and receiver (that is, fewer
acknowledgments).
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Segmentation with LAN Switches
LAN
switching
eases bandwidth shortages and network bottlenecks, such as
those between several PCs and a remote file server. As shown in Figure 2-8,
a switch can segment a LAN into microsegments, which are single-host seg-
ments. This creates collision-free domains from one larger collision domain.
Although the LAN switch eliminates collision domains, all hosts connected to
the switch are still in the same broadcast domain. Therefore, all nodes connected
through the LAN switch can see a broadcast from just one node. A LAN switch
is a very high-speed multiport bridge with one port for each node or segment of
the LAN. Like bridges, switches make frame forwarding decisions by building a
table of the MAC addresses of the hosts attached to each port.
MOVIE 2.7
LAN Switching
Dedicated collision-free communication between devices.
Switched Ethernet is based on Ethernet. Each node is directly connected to
one of its ports or a segment that is connected to one of the switch’s ports.
This creates a 10-Mbps bandwidth connection between each node and each
segment on the switch. A computer connected directly to an Ethernet switch is
its own collision domain and accesses the full 10 Mbps.
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A LAN that uses a Switched Ethernet
topology
creates a network that behaves
as though it has only two nodes: the sending node and the receiving node.
These two nodes share the 10-Mbps bandwidth between them, which means
that nearly all the bandwidth is available for the transmission of data. Because
a Switched Ethernet LAN uses bandwidth so efficiently, it can provide more
throughput than Ethernet LANs connected by bridges or hubs. In a Switched
Ethernet implementation, the available bandwidth can reach close to 100%.
FIGURE 2-8
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Ethernet switching increases the bandwidth available on a network by creating
dedicated network segments (that is, point-to-point connections) and connect-
ing those segments in a virtual network within the switch. This virtual net-
work circuit exists only when two nodes need to communicate. This is why it
is called a
virtual circuit
; it exists only when needed and is established within
the switch. One drawback of switches is that they cost more than hubs. How-
ever, many businesses implement switch technology slowly by connecting hubs
to switches until such a time that the hubs can be replaced.
Switching and Bridging Overview
Switching is a technology that decreases congestion in Ethernet, Token Ring,
and Fiber Distributed Data Interface (FDDI) LANs by reducing traffic and
increasing bandwidth. LAN switches often replace shared hubs and are
designed to work with existing cable infrastructures so that they can be
installed without disrupting existing network traffic.
Today in data communications, all switching equipment perform two basic
operations:
Switching data frames
—This happens when a frame arrives on an input
media and is transmitted to an output media.
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Maintaining switching operations
—In this operation, switches build and
maintain switching tables.
The term
bridging
refers to a technology in which a device known as a bridge
connects two or more LAN segments. A bridge transmits datagrams from one
segment to their destinations on other segments. When a bridge is powered on
and begins to operate, it examines the MAC address of the incoming data-
grams and builds a table of known destinations. If the bridge knows that the
destination of a datagram is on the same segment as the source of the data-
gram, it drops the datagram because there is no need to transmit it. If the
bridge knows that the destination is on another segment, it transmits the data-
gram on that segment only. If the bridge does not know the destination seg-
ment, the bridge transmits the datagram on all segments except the source
segment (a technique known as
ooding
). The primary benefit of bridging is
that it limits traffic to certain network segments.
Both bridges and switches connect LAN segments, use a table of MAC
addresses to determine the segment on which a datagram needs to be transmit-
ted, and reduce traffic. Switches are more functional in today’s network than
bridges because they operate at much higher speeds than bridges and can sup-
port new functionality, such as
virtual LANs (VLANs)
. Bridges typically
switch using software; switches typically switch using hardware.
LAN Switch Latency
Each switch used on an Ethernet 10-Mbps LAN adds latency to the network.
However, the type of switching used can help overcome the built-in latency of
some switches.
A switch between a workstation and a server adds 21 microseconds to the
transmission process. A 1000-byte packet has a transmission time of 800
microseconds. A packet sent from a workstation to a server has a total trans-
mission time of 821 microseconds (800 + 21 = 821). Because of the switching
employed, known as
cut-through
, the MAC address of the destination device
is read and the switch begins transmitting the packet before the packet com-
pletely arrives in the switch. This more than makes up for the inherent latency
in the switch.
